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Traditional methods
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Deep-learning methods
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Deep-learning methods
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Architecture
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External features
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Stylistic Hybrid
• Length of text 
• Number of words 
• Average length of words 
• Number of short words 
• Proportion of digits and capital letters 
• Individual letters and digits frequencies 
• Hapax-legomena 
• Frequency of 12 punctuation marks

• Frequency of the 100 most frequent 
character-level bi-grams 

• Frequency of the 100 most frequent 
character-level tri-grams



Corpora
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Dataset Number of tokens Number of texts

Enron ± 200 ± 10’000

IMDb ± 100 ± 3000

IMDb 62 340 1000

Blog ± 90 ± 2500



How does the performance compare to SOTA?

05 Results

Accuracy on the Blog Authorship Corpus

+5.3% relative improvement 
compared to SOTA



Are external features useful?

05 Results

F1-Score improvement 
with external features 

+2.70% with 
stylistic features

+2.73% with 
hybrid and stylistic  

features



Are external features useful?

05 Results

Wider variety of errors 
But errors are less 

important



What happens with less training data?

05 Results

1000 texts per author 

341 tokens on average

Longer and fewer texts 
Performance below CNN 

Accuracy on the IMDb62 Corpus



What happens with a more authors?

05 Results

93% of the accuracy at 5 authors 

maintained at 100 authors



How much fine-tuning is needed?

05 Results

• Accuracy kept improving with 
the fine-tuning 

• 5 epochs is a good trade-off 
with the time of fine-tuning

Accuracy on the IMDb62 Corpus



Take away message

05 Results
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Future works
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• Further pre-training of BERT on target domain 
• Explore other pre-trained Language Models  
• Add new types of features 
• Authorship Verification via similarity metrics on the embeddings 
• Authorship Attribution on Automatic Speech Recognition transcripts 

in criminal investigations



Conclusion

07 Conclusion

• A BERT fine-tuning for AA 
• That works well for a large number of texts  
• And can be extended with external features to improve F1-score 
• While setting a new SOTA on the Blog authorship dataset 
• And a first benchmark on the full IMDb corpus

Here
Datasets and code

https://colab.research.google.com/drive/1m4anWkkb8tz3fKvzJFytygBkqCTdZ8bo?usp=sharing
https://colab.research.google.com/drive/1m4anWkkb8tz3fKvzJFytygBkqCTdZ8bo?usp=sharing
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